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Abstract: This paper proposes the multimodal biometrics system for identity verification using four traits i.e., face, 

fingerprint, iris and signature. The proposed system is designed for applications where the training database 

contains a face, iris, two fingerprint images and/or one or two signature image(s) for each individual. The final 

decision is made by fusion at “matching score level architecture” in which feature vectors are created 

independently for query images and are then compared to the enrollment templates which are stored during 

database preparation for each biometric trait. Based on the proximity of feature vector and template, each 

subsystem computes its own matching score. These individual scores are finally combined into a total score, which 

is passed to the decision module. Multimodal system is developed through fusion of face, fingerprint, iris and 

signature recognition. This system is tested on IITK database and the overall accuracy of the system is found to be 

more than 97% accurate with FAR and FRR of 2.46% and 1.23% respectively.  
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I.    INTRODUCTION 

“Biometrics” means “life measurement”, but the term is usually associated with the use of unique physiological 

characteristics to identify an individual. One of the applications which most people associate with biometrics is security. 

However, biometric identification has eventually a much broader relevance as computer interface becomes more natural. 

It is an automated method of recognizing a person based on a physiological or behavioral characteristic.  Among the 

features measured are; face fingerprints, hand geometry, handwriting, iris, retinal, vein, voice etc. Biometric technologies 

are becoming the foundation of an extensive array of highly secure identification and personal verification solutions [1]. 

As the level of security breaches and transaction fraud increases, the need for highly secure identification and personal 

verification technologies is becoming apparent. In recent years, biometrics authentication has seen considerable 

improvements in reliability and accuracy, with some of the traits offering good performance. However, even the best 

biometric traits till date are facing numerous problems; some of them are inherent to the technology itself. In particular, 

biometric authentication systems generally suffer from enrollment problems due to non-universal biometric traits, 

susceptibility to biometric spoofing or insufficient accuracy caused by noisy data acquisition in certain environments.  

One way to overcome these problems is the use of multi-biometrics. Driven by lower hardware costs, a multi biometric 

system uses multiple sensors for data acquisition. This allows capturing multiple samples of a single biometric trait 

(called multi-sample biometrics) and/or samples of multiple biometric traits (called multi source or multimodal 

biometrics). This approach also enables a user who does not possess a particular biometric identifier to still enroll and 

authenticate using other traits, thus eliminating the enrollment problems and making it universal. A unimodal biometric 

system [2] consists of three major modules: sensor module, feature extraction module and matching module. The 

performance of a biometric system is largely affected by the reliability of the sensor used and the degrees of freedom 

offered by the features extracted from the sensed signal. Further, if the biometric trait being sensed or measured is noisy 

(a fingerprint with a scar or a voice altered by a cold, for example), the resultant matching score computed by the 

matching module may not be reliable. This problem can be solved by installing multiple sensors that capture different 

biometric traits. Such systems, known as multimodal biometric systems [3], are expected to be more reliable due to the 

presence of multiple pieces of evidence. These systems are also able to meet the stringent performance requirements 

imposed by various applications. However, multimodal systems address the problem of non-universality: it is possible for 

a subset of users who do not possess a particular biometric. For example, the feature extraction module of a fingerprint 

authentication system may be unable to extract features from fingerprints associated with specific individuals, due to the 
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poor quality of the ridges. In such instances, it is useful to acquire multiple biometric traits for verifying the identity. 

Multimodal systems also provide anti-spoofing measures by making it difficult for an intruder to spoof multiple biometric 

traits simultaneously. By asking the user to present a random subset of biometric traits, the system ensures that a live user 

is indeed present at the point of acquisition. However, an integration scheme is required to fuse the information presented 

by the individual modalities. 

This paper proposes an efficient multimodal biometric system which can be used to reduce/remove the above mentioned 

limitations of unimodal systems. Next section presents an overview of multimodal biometric system. Section 3 presents 

multimodal biometric system at IITK using face, fingerprint, iris and signature. In order to increase the performance of 

individual biometric trait, multiple classifiers are combined using matching scores. Finally, the individual traits are fused 

at matching score level using weighted sum of score technique. Experimental results are given in Section 4. Conclusions 

are given in the last section. 

2.    MULTIMODAL BIOMETRICS SYSTEM 

Multimodal biometric systems are those that utilize more than one physiological or behavioral characteristic for 

enrollment, verification, or identification. In applications such as border entry/exit, access control, civil identification, and 

network security, multi-modal biometric systems are looked to as a means of reducing false non-match and false match 

rates, providing a secondary means of enrollment, verification, and identification if sufficient data cannot be acquired 

from a given biometric sample, and combating attempts to fool biometric systems through fraudulent data sources such as 

fake fingers.  

Ross and Jain (2003) have presented an overview of Multimodal Biometrics and have proposed various levels of fusion, 

various possible scenarios, the different modes of operation, integration strategies and design issues. A multimodal system 

can operate in one of three different modes: serial mode, parallel mode, or hierarchical mode. In the serial mode of 

operation, the output of one modality is typically used to narrow down the number of possible identities before the next 

modality is used. Therefore, multiple sources of information (e.g., multiple traits) do not have to be acquired 

simultaneously. Further, a decision could be made before acquiring all the traits. This can reduce the overall recognition 

time. In the parallel mode of operation, the information from multiple modalities is used simultaneously in order to 

perform recognition. The levels fusion proposed [2] for multimodal systems are broadly categorized into three system 

architectures which are according to the strategies used for information fusion as shown in Figure 1: 

 Fusion at the Feature Extraction Level 

 Fusion at the Matching Score Level 

 Fusion at the Decision Level 

In Fusion at the Feature Extraction Level, information extracted from the different sensors is encoded into a joint feature 

vector, which is then compared to an enrollment template (which itself is a joint feature vector stored in a database) and 

assigned a matching score as in a single biometric system.  

In Fusion at the Matching Score Level, feature vectors are created independently for each sensor and are then compared 

to the enrollment templates which are stored separately for each biometric trait. Based on the proximity of feature vector 

and template, each subsystem computes its own matching score. These individual scores are finally combined into a total 

score which is passed to the decision module. 

In Fusion at the Decision Level, a separate authentication decision is made for each biometric trait. These decisions are 

then combined into a final vote. This architecture is rather loosely coupled system architecture, with each subsystem 

performing like a single biometric system. 

A substantial amount of work has been carried out on the combination of multiple classifiers. Most of such work focuses 

on fusing ’weak’ classifiers for the purpose of increasing the overall performance (Tolba & Rezq, 2000) [3]. A hybrid 

fingerprint matcher [4] which fuses minutiae and reference point location classifiers has been proposed by Ross, Jain & 

Riesman (2003). It has been reported that the performance of the hybrid matcher is better than individual classifiers. 

Apart from fusion of multi classifiers, much work has also been done to combine traits/different modalities at various 

levels. Yunhong, Tan & Jain (2003) proposed the fusion of iris and face modalities [5] and reported that besides 

improving verification performance, the fusion of these two has several other advantages. Dass, Nandakumar & Jain 

(2005) have proposed an approach to score level fusion in multimodal biometrics systems [6]. Experimental results have 

been presented on face, fingerprint and hand geometry using product rule and coupla method. It is found that both fusion 
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rules show better performance than individual recognizers. Common theoretical framework [7] for combining classifiers 

using sum rule, median rule, max and min rule are analyzed by Kittler et al. (1998) under the most restrictive assumptions 

and have observed that sum rule outperforms other classifiers combination schemes.  

Guiyu Feng et. al. (2004) presents a novel fusion strategy for personal identification using face and palmprint biometrics 

[8]. The work considers the feature level fusion scheme. The purpose of the proposed paper is to investigate whether the 

integration of face and palmprint biometrics can achieve higher performance that may not be possible using a single 

biometric indicator alone. Both Principal Component Analysis (PCA) and Independent Component Analysis (ICA) are 

considered in this feature vector fusion context. It is found that the performance improved significantly. 

 

Figure.1 Multimodal System using three levels of Fusion (taken from Ross & Jain, 2003) 

3.    MULTIMODAL BIOMETRICS SYSTEM at IITK 

The multimodal biometric system at IITK is developed using four traits i.e., face, fingerprint, iris and signature (as shown 

in Figure 2). In Face Recognition, the input face image is recognized using Elastic Bunch Graph matching algorithm. In 

Fingerprint Verification, the input image is enhanced to bring out obscure information based on Gabor filtering and 

matching is done by combination of Reference Point and Minutiae matching algorithms. In Iris Recognition, the input 

image is localized by finding the pupillary and outer iris boundary and is matched using combination of Haar Wavelet and 

Circular Mellin operator. In Signature Verification, feature vector consists of Global and Local features of signature 

image and is matched using Euclidean Distance. The modules based on the individual traits returns an integer value after 

matching the database and query feature vectors. First of all the fusion is done at classifier level i.e., for face, fingerprint 

and iris, multiple classifiers are combined at matching score level followed by fusion at multiple modalities level.  The 

final score is generated by using sum of score technique at matching score level which is passed to the decision module. 

The brief description of various recognition algorithms are presented below:  

 
Figure.1  Multimodal Biometric System at IITK 
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3.1 Face Recognition  

Face Recognition is a noninvasive process where a portion of the subject's face is photographed and the resulting image is 

reduced to a digital code. Facial recognition records the spatial geometry of distinguishing features of the face [9][10][11]. 

The recognition algorithm takes facial image, measures the unique characteristics and computes the template 

corresponding to each face. Using templates, the algorithm then compares that image with another image and produces a 

score that measures how similar the images are to each other.  

Feature Extraction using EBGM and KDDA 

Elastic Bunch Graph Matching (EBGM) 

Face recognition using elastic bunch graph matching [12] is based on recognizing novel faces by estimating a set of novel 

features using a data structure called a bunch graph.  Similarly for each query image, the landmarks are estimated and 

located using bunch graph. Then the features are extracted by convolution with the number of instances of Gabor filters 

followed by the creation of face graph. The matching score (MSEBGM) is calculated on the basis of similarity between face 

graphs of database and query image. The diagrammatic representation of EBGM algorithm is shown in Figure 3.                                                                                                                                                                                                                                                                                                                                                                                                                    

 
Figure.3 Steps involved in face recognition 

Kernel Direct Discriminant Analysis (KDDA) 

Face recognition using KDDA [11] is based on computation of feature space F (from training set) and projection of input 

pattern into the feature space to calculate significant discriminant features. For each of the m features in the database and 

n features in the query image, reference features are chosen depending on the distance and rotation between the positions 

of features in the feature space. The matching score for each transformation of database and query feature vectors are 

calculated with respect to reference feature chosen using bounding box technique.  MSKDDA is defined by the maximum of 

all matching scores divided by the maximum number of features (among the query and the database). 

Combination of EBGM and KDDA 

The matching scores from the above two classifiers are converted from distance to similarity score and are combined at 

matching score level using sum of score technique which significantly increases the accuracy of the face recognition 

system. 

3.2 Fingerprint Recognition  

The fingerprint recognition system has been developed by the fusion of Reference Point and Minutiae Matching 

Techniques [13][14]. The key steps involved are fingerprint enhancement, feature extraction using Reference point 

Algorithm and Minutiae Matching approach and computation of matching score. The goal of fingerprint enhancement 

[15] is to increase the clarity of ridge structure so that minutiae and the reference points can be easily and correctly 

extracted.  

Feature Extraction using Reference point and Minutiae matching approach 

Reference Point Algorithm [4] gracefully handles local noise in a poor quality fingerprint. The detection should 

necessarily consider a large neighborhood in the fingerprint image. For an accurate localization of the reference point, the 

input image is segmented to remove any kind of noise present in the image. Further Sobel Operator is applied to obtain 

gradient of segmented image. The Orientation Field is estimated along with the Y component. A specific pattern in which 

the value of Y-Component is maximum is Reference point (the point of maximum curvature). The finger code is 

generated by drawing concentric circles of fixed radius centered at reference point (as shown in Figure 4). The image is 

segmented into 5 tracks and 16 sectors from the detected reference point. The size of the feature vector is 512 values. The 

distance (DRef) for the database and query feature vectors is calculated using Euclidean distance method. 
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Figure.4 Diagrammatic representation of Reference point Location algorithm 

Minutiae Matching 

The input fingerprint image is enhanced using Gabor Filters The enhanced image is further binarized and thinned using a 

morphological operation that successively erodes away the foreground pixels until they are one pixel wide. The thinned 

image is used to detect minutiae points [4] by locating ridge ending and bifurcations using Crossing Number (CN) 

method. The matching score MSMIN between the database and query image is computed using Elastic matching approach 

[13]. Figure 5 shows various steps involved in minutiae extraction. 

Combination of Reference Point and Minutiae Matching Algorithm 

The matching scores from the above two classifiers are converted from distance to similarity score and are combined at 

matching score level using sum of score technique which significantly increases the accuracy of the fingerprint system. 

                                 

Figure.5 Steps involved in minutiae extraction 

3.3 Iris Recognition  

The iris image acquired from a 3CCD camera is localized by finding the center of pupil from the spectrum image. The 

radius of the pupil is the distance between the pupil center and nearest non-zero pixel. The outer iris boundary is detected 

by drawing concentric circles of different radii from the pupil center and the intensities lying over the perimeter of the 

circle are summed up. Among the candidate iris circles, the circle having a maximum change in intensity with respect to 

the previous drawn circle is the outer iris boundary (shown in Figure 6). The annular region lying between pupil and iris 

boundary is transformed to polar co-ordinates [16] to take into consideration the possibility of pupil dilation and 

appearing of different size in different images. From the normalized strip the eyelids are detected and removed. 
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Figure.6 Steps involved in iris preprocessing and normalization 

Feature Extraction using Haar Wavelet and Circular Mellin operator 

Haar Wavelet 

Haar wavelet is widely used in texture recognition algorithms [17]. The input signal S (polarized iris image) is 

decomposed into approximation, vertical, horizontal and diagonal coefficients using the wavelet transformation and 

coefficients for the fourth and fifth levels are chosen to reduce space complexity and discard the redundant information. 

The iris code is generated by assigning one to the positive coefficient values and zero to negative values. 

Circular Mellin operators 

These “Circular Mellin” operators are invariant to both scale and orientation [18] of the target and represent the spectral 

decomposition of the image scene in the polar-log coordinate system. Features in iris images are extracted based on the 

phase of convolution of polarized iris image with mellin operators. The iris code is one for positive phase values and zero 

for negative phase values. 

The iris codes generated using Haar Wavelet and Circular Mellin operators are matched using Hamming Distance 

approach.  

Combination of Haar Wavelet and Circular Mellin operator 

The individual matching scores generated by above mentioned classifiers are converted from distance to similarity score 

and are fused at matching score level for better performance of iris recognition. 

3.4 Signature Verification 

In biometrics terminology, the signature is a behavioral characteristic [19] of a person and can be used to identify/verify a 

person’s identity. The signature recognition algorithm consists of three major modules i.e., preprocessing and noise 

removal, feature extraction and computation of Euclidean distance.  Offline signature acquisition is carried out statically, 

unlike online signature acquisition, by capturing the signature image using a high resolution scanner. A scanned signature 

image may require morphological operations (shown in Figure 7) like normalization, noise removal by eliminating extra 

dots from the image, conversion to grayscale, thinning and extraction of high pressure region. 

Feature Extraction using Global and Local features 

The features of the signature images can be classified into two categories - global and local [20]. Global features include 

the global characteristics of an image. Ismail and Gad have described global features [21] as characteristics which identify 

or describe the signature as a whole. Examples include: width/height (or length), baseline, area of black pixels etc. They 

are less responsive to small distortions and hence are less sensitive to noise as well, compared to local features which are 

confined to a limited portion of the signature. In contrast to global features, they are susceptible to small distortions like 

dirt but are not influenced by other regions of the signature. Hence, though extraction of local features requires a huge 

number of computations, they are much more precise. However, the grid size has to be chosen very carefully. It can 

neither be too gross nor be too detailed. Examples include local gradients, pixel distribution in local segments etc. Many 

of the global features such as global baseline, center of gravity, and distribution of black pixels have their local 

counterparts as well.  

The difference/distance (DSign) between the two feature sets are computed using weighted Euclidean distance measure. 
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Figure.7 Preprocessing and noise removal 

3.5 Fusion  

The different biometrics systems can be integrated at multi-classifier and multi-modality level to improve the performance 

of the verification system. However, it can be thought as a conventional fusion problem i.e. can be thought to combine 

evidence provided by different biometrics [16] to improve the overall decision accuracy.   

The multimodal biometric system at IITK is developed at multi-classifier and multi-modalities level. At multi- classifier 

level, multiple algorithms are developed and combined for traits like face, fingerprint and iris. The following steps are 

performed for fusion at classifier level:  

S1: Given a query image as input, features are extracted by the individual recognizers and then an individual comparison 

algorithm for each recognizer compares the set of features and calculates the matching scores or distances corresponding 

to each recognizer for various traits. 

S2:  The scores/distances obtained in S1 are normalized to a common range between 0 to 1. 

S3:  These scores are then converted from distance to similarity score by subtraction from 1 if it is a dissimilarity score. 

For example the dissimilarity scores, in case of fingerprint recognition using reference point algorithm (DRef), iris 

recognition using Haar Wavelet (DHaar) and Circular Mellin operator (DMellin) are converted to similarity scores (MSRef, 

MSHaar, MSMellin) 

S4: The matching scores are further rescaled so that threshold value becomes same for each recognizer. 

S5: Then the combined matching score is calculated by fusion of the matching scores of multiple classifiers using sum 

rule technique.  
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where α and β are the weights assigned to individual classifiers. Currently equal weightage is given to each classifiers and 

the value of α and β is one.  

The multimodal biometric system at IITK is developed by integrating four traits i.e., face, fingerprint, iris and signature at 

matching score level. Based on the proximity of feature vector and template, each subsystem computes its own matching 

score. These individual scores are finally combined into a total score, which is passed to the decision module. The same 

steps for fusion at classifiers level are followed for multiple modalities level i.e., matching scores are computed for each 

trait (face, fingerprint, iris and signature) followed by normalization to the common scale and distance to similarity score 

conversion for all the four traits. The matching scores are further rescaled so that the threshold value becomes common 

for all the subsystems. Finally, the sum of score technique is applied for combining the matching scores of four traits i.e., 

face, fingerprint, iris and signature. Thus the final score MSFinal is given by, 

MSFinal = 
4

1 (α×MSFace +b×MSFinger +c×MSIris +d×MSSign) 
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where MSFace = matching score of face, MSFinger = matching score of fingerprint, MSIris = matching score of iris, and MSSign 

= matching score of signature and a, b, c and d are the weights assigned to the various traits. Currently, equal weightage is 

assigned to each trait so the value of a, b, c and d is one. The final matching score (MSFinal) is compared against a certain 

threshold value to recognize the person as genuine or an imposter. 

4.    EXPERIMENTAL RESULTS 

The reliability of the proposed multimodal biometric system is described with the help of experimental results. The 

system has been tested on a database of 250 individuals. The training database contains a face, iris, two fingerprint images 

and one or two signature image(s) for each individual. The face image has been taken under controlled environment using 

a digital camera. The face images of frontal view are obtained under different orientations and lightning conditions. The 

fingerprint images are acquired using optical sensor at a resolution of 500 dpi. The iris image is acquired using 3-CCD 

Camera and the signature is acquired on a custom made template.  

The multimodal system has been designed at multi-classifier and multi-modal level. At multi-classifier level, multiple 

algorithms/classifiers are combined to generate better results. At first experiment, the individual systems were developed 

and tested for FAR, FRR and Accuracy. Table 1 and Figure 8 shows FAR, FRR and accuracy of these systems. 

Table.1 The accuracy, FAR and FRR of individual recognizers 

 

 

Figure.8 Accuracy graph for individual trait 

 

In the next experiment, multiple classifiers are combined at matching score level for face, fingerprint and iris traits. For 

face recognition system, EBGM and Haar algorithms are combined together. Reference point and minutiae matching 

algorithms are combined for fingerprint recognition system whereas Haar and circular Mellin algorithms are combined for 

iris recognition. The results proved to be very encouraging and are given in Table 2 along with the graph (Figure 9).  

 

 Table 2 The accuracy, FAR and FRR of fingerprint and iris after fusion of multi classifiers 
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Figure.9 Accuracy graph showing fusion of multi-classifiers at matching score level 

 

In the last experiment, all the traits are combined at matching score level using sum of scores technique. The results are 

found to be very encouraging and promoting further research in this field. The overall accuracy of the system is more than 

97% with FAR and FRR of 2.46% and 1.23% respectively (as shown in Figure 10).  

 

Figure.10 Accuracy curve showing performance of multimodal biometrics system 

5.    CONCLUSION 

Biometrics systems are widely used to overcome the traditional methods of authentication. But the unimodal biometric 

system fails in case of lack of biometric data for particular trait. Thus the individual scores of four traits (face, fingerprint, 

iris and signature) are combined at classifier level and trait level to develop a multimodal biometric system. The 

performance table and accuracy curve shows that multimodal system performs better as compared to unimodal biometrics 

with accuracy of more than 97%.  However, it is worth studying the results by assigning different weightage to different 

traits. At present equal weightage is assigned to each trait. 
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